NLP Final Paper
This semester’s tutorial on Natural Language Processing (NLP) was an introduction to the sub-field of Computational Linguistics (CL) which deals with the interaction of humans with computers through the parsing of language which is generally used in larger programs for Computer Assisted Translation, Computer Aided Language Learning, games, and automated chat AI’s. 
The first step on this journey of NLP was the finite (state) automaton, and its description and explanation in Speech and Language Processing, the first of two textbooks to be used in the course. Deterministic Finite Automata (DFA) are finite state machines that have transitions between states when the input symbol satisfies the transition condition. For example, a DFA that accepts regularly-pluralized words with final letter from {s, x, z} (e.g.: input: [‘f’, ‘o’, ‘x’, ‘^
’, ‘s’, ‘#
’]) would look like:
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 where q0, q1, and q2 are the accept states, allowing for singulars, only transitioning matches the condition above the arrows, some being modified on each iteration (^:ε, ε:e), setting up and performing the e-insertion step by step. Input starts at q0, and is read in until a morpheme-final “z,” “x,” or “s” is seen, then transitions to state q1, from which the “^” becomes “ε,” removing the morpheme boundary, and adding the variable to be replaced by the ‘e’, completing the e-insertion pluralization rule. There are also non-deterministic FSAs (NFAs), which take similar inputs, but with each transition dependent on the ones before it. These were not discussed at too much length in the course.
After individual words, the next type of information that can be read by programs is n-grams, a series of (usually) n ≥ 2words.  The probability of an n-gram sequence can be expressed as [image: image2.png]Plwlwp-yy )=



 (N=n). As a simple example, if the string “aabacdbcdaacd” is in a corpus, and we want to know the probability of the trigram “cda” appearing as the next character, we are looking for [image: image3.png]_ C(cda’)
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, which is ⅓ (“aabacdbcdaacd”).
The most simple n-gram (bigram) is a type of Markov chain – a “mathematical system that undergoes transitions from one state to another, between a finite or countable number of possible states.”
 Transitions to subsequent states in Markov chains are only dependent on the current state, not anything that happens before that. For probabilistic sequences, like determining the next state in a Markov chain, or the next word in an n-gram, it is useful to use Bayes’ theorem, which can be simplified to [image: image4.png]Plalb) P(b)
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 (the probability of b given a is seen).
Markov chains are the basis for Markov models and Hidden Markov models (HMMs). Markov models are models that use Markov chains as is; whereas HMMs have the original Markov chain plus a set of observable states that have certain probabilities of appearing given certain hidden states. In Natural Language Processing, HMMs are used in speech recognition and part-of-speech tagging.
Part-of-speech tagging aims to assign the correct parts-of-speech to words in a sentence. This process, after some training, uses the sentence structures (S-V-O...) of the language being used, as well as Markov models and Bayes’ theorem to assign the tags. In this course, part-of-speech tagging was only used on the corpora associated with the Natural Language Toolkit (NLTK
). The Toolkit has a pos_tag() method that assigns the tags to words, and the API describes different types of taggers, using tags of surrounding n-grams, and other rules.
The NLTK text has chapters on basic Python, as well as text processing, introductions to the corpora, and string manipulation. There are also sections on writing programs: style conventions, basic functions, and algorithm analysis; text classification and information extraction. After those sections, the NLTK text gets more into theoretical linguistics: syntax theories and grammars; then mathematical with logic.
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